ABSTRACT: In this paper, I take a look at the extent to which the distribution of lexical metaphor matches the probability patterns proposed by Halliday. The research was motivated by the fact that lexical metaphor has long been ignored in SFL, and so there was no indication that the use of lexical metaphor would be predicted by patterns of distribution that were originally meant to refer to typical systemic categories (such as polarity). The research was based on the analysis of two corpora, one of conference calls and another of general language, both of Portuguese. The conference calls were read one by one and all of its metaphors were coded; then the same metaphorical lexis was searched for in the general language corpus and analyzed. After that, the frequency of metaphor use was calculated for each corpus, its distribution was described in both corpora, and this was compared to Halliday’s original proposal. Finally, a comparison was carried out between the two corpora to see to what extent there was ‘resetting’, or shifts in probability patterns, as predicted by Halliday. The results indicated that metaphor use largely matched Halliday’s probability profiles, and there was evidence of resetting, with the exception of cases where ‘zero resetting’ occurred. The paper closes with remarks arguing for Systemic Functional Linguistics to stop ignoring lexical metaphor, as it is a very important device for linguistic expression as well as link to conceptual structures in the mind.

1. Probabilities in linguistic theory

Probabilistic approaches are not the dominant paradigm in linguistics; as Chambers (1995) (cited in Manning, 2003: 290) puts it, linguistics still suffers from a ‘tradition of categoricity’, that is, one in language is seen as made up of discrete categories that carry no information about the likelihood of it happening at all. It was Chomsky who made the most scathing criticism of the probabilistic position, by arguing ‘it must be recognized that the ‘probability of a sentence’ is an entirely useless one, under any known interpretation of this term (Chomsky, 1969:57) (apud Manning, 2003:289). This had the effect of killing off interest in probabilities for a long time, until the advent and dissemination of the
computer corpus made it inevitable that probabilities came to the fore once again.

The main proponent of a probabilistic framework for language is Michael Halliday (1991; 1992; 1993), who draws attention to the role of probabilities in shaping abstract linguistic systems. His general claims are that probabilities are essential properties of linguistic systems, and that seeking these probabilities in corpora and attaching them to the options available in the linguistic system is a way of enriching language description. We must bear in mind in the following discussion that Halliday does not refer to metaphor (lexical or grammatical) in his account of probabilistic systems, largely restricting his examples to functional systems such as polarity. However, there does not seem to be any impediments to our doing so. In fact, his ideas about language as probabilistic systems are general enough for us to apply them to issues related to metaphor use. It must be stressed that in this paper by metaphor is meant lexical metaphor and not grammatical metaphor.

Halliday began his work on probabilities in the linguistic system when he was preparing his grammar of Chinese, in the mid 1950’s. Later, he calculated probabilities for English, taking samples of 2000 clauses from four different registers and counting grammatical features in them. His overall goal was this:

‘What I hoped to do was to model each system not just as ‘choose a or b or c’, but as ‘choose a or b or c with a certain probability attached to each. In other words, I was positing that an inherent property of any linguistic system is the relative probability of its terms.’ (Halliday, 1993: 3)

In 1991, Halliday spent time at Cobuild, the large corpus linguistic lexicography project based in Birmingham, where he resumed his work on systemic probabilities, this time using large electronic corpora. This allowed him to derive the probabilities from larger amounts of data, which resulted in more robust figures. To his surprise, the probabilities taken from the large corpus resembled his previous ones from small non-electronic corpora. For polarity, the early probabilities were .9 positive and .1 negative, whereas the later ones were .8675 and .1325, respectively. For primary tense, they had been .5 present and .5 past, and then were .4955 and .5041.

His findings showed that there was a tendency for probabilities to be distributed either as .9 to .1 or as .5 to .5 (Halliday, 1993: 9). The former,
he called ‘skew’ distributions, and the latter, ‘equiprobable’. Drawing on Shannon and Weaver’s model of communication, Halliday proposed that skew systems are less informative, as there is less uncertainty in relation to users selecting the highly probable choice. Equiprobable systems, on the other hand, are more informative, as there is greater freedom of choice for users in selecting either one of the options available.

The fact that probabilities are part of linguistic systems alters the way we understand the concept of ‘choice’ in language use, as it does not mean ‘free choice’ any longer. As Halliday explains:

‘[Language users] could choose to use negative more often than positive, just as they could choose to use stroll more often than walk – but they won’t. … grammatical choices are governed by overall patterns of probability.’ (Halliday, 1993:3).

These overall patterns of probability vary according to a number of different situations. For example, probabilities attached to a given feature may be different for a specific register than they are for language as a whole. According to Halliday (1993: 24), register variation can be defined as ‘the resetting of probabilities in the lexis and in the grammar.’

Probabilities also change over time, and this describes language change diachronically. The process of change is dynamic:

‘each instance, that is, every piece of language that is actually spoken or written nudges the probabilities of the system, so that the system may change in the course of time.’ (Kilpert, 2003: 183).

Halliday’s work on probabilities was taken up by other systemicists, who investigated a range of different aspects of language (e.g. (Matthiessen, 2002; Nesbitt & Plum, 1988; Shimazumi, 1996) and their probabilities of occurrence.

Outside of Hallidayan linguistics, there is a wealth of research showing the potential of probabilities in enriching language description, teaching, and engineering. This is a result of the growth of corpus linguistic studies reporting frequency of use of linguistic items and structures (Berber Sardinha, 2004).

Perhaps the largest, best documented examples are Biber et al’s (1999) ‘Grammar of Written and Spoken English’ and their companion Student Grammar (Biber, Conrad, & Leech, 2002), which describe in detail the
frequency of occurrence of grammatical structures across different major registers. Their explanations make it clear that the probability of structures happening in language varies according to the registers in which they occur. For instance, the odds of a ‘do’ negative contraction occurring in conversation is 100%, whereas in fiction it is around 70%, in news it is 60% and in academic writing it is below 10% (Biber et al., 2002: 242).

In linguistic theory, Bod, Hay and Jannedy (2003c) bring together investigations in several sub-fields of linguistics, including psycholinguistics, morphology, phonology, syntax and semantics. According to them:

‘A wide variety of evidence suggests that language is probabilistic. In language comprehension and production, probabilities play a role in access, disambiguation, and generation. In learning, probability plays a role in segmentation and generalization. In phonology and morphology, probabilities play a role in acceptability judgments and alternations. And in syntax and semantics, probabilities play a role in the gradience of categories, syntactic well-formedness judgments, and interpretation. Moreover, probabilities play a key role in modelling language change and language variation.’ (Bod, Hay, & Jannedy, 2003b: vii).

In the field of teaching English as a foreign language, the role of probabilities has also been recognized. McCarthy and Carter (2001), for instance, provide a probabilistic account of the use of get-passives and discuss it as such:

‘We would argue that such probabilistic statements are in fact extremely useful in a pedagogical grammar; indeed, it is hard to envisage a proper description of the get-passive that would be pedagogically useful without including information for the learner about its overwhelming probability of occurrence in informal spoken contexts, with unfortunate events, and the unlikelihood of the occurrence of a typical by-agent phrase.’ (McCarthy & Carter, 2001: 57).

Finally, in computational linguistics and in Natural Language Processing, probabilities play a central part in the development of software such as taggers and parsers. A probabilistic tagger (or a parser) is one that assigns tags based on probabilities drawn from a previously tagged corpus (e.g. Beale, 1985; Garside & Leech, 1985), without the application of pre-defined rules about how parts of speech, for example, should be determined for unknown words (e.g. in ‘Article
unknown_POS Noun’, ‘unknown_POS’ would be tagged as ‘adjective’, unless other rules specify otherwise).

2. Metaphor

Three main kinds of metaphor are distinguished in contemporary metaphor theory: grammatical, conceptual and linguistic (Berber Sardinha, in print). Grammatical metaphor is a construct introduced by SFL to refer to the ‘transferred’ realizations in the lexicogrammar (Halliday, 1994:342) which cause ‘tension between wording and the meaning the wording represents’ (Martin, 1999:34), resulting in an ‘association of the category meaning of one semantic category with another by replacing the original semantic category by a different semantic category in the lexicogrammar’ (Lassen, 2003:25). For example, the clause ‘he published a book’ is considered ‘congruent’ or non-metaphorical, because the process of publishing is realized by its typical category of the grammar, the verb and its complements. By contrast, ‘the publication of his book’ is considered ‘incongruent’ or ‘metaphorical’ because the process of publishing is now realized by a noun, whose congruent function is not to represent processes but things. As a result, the act of publishing a book has now become a thing through metaphor.

The second main type of metaphor is conceptual metaphor. This comes from a different tradition of linguistic inquiry associated with cognitive linguistics. A conceptual metaphor is one which ‘brings together two domains that are distinct and somehow incongruous, but whose juxtaposition can be made sense of.’ (Cameron, 2002, p.674). These two domains are termed ‘source’ and ‘target’ domains (Lakoff & Johnson, 1980). Take the following use of ‘apostas’ from our data:

(1) ‘Investidores estrangeiros continuam aumentando suas apostas na Bolsa paulista.’ (Foreign investors continue to raise their bets on the Paulista Stock Exchange.)

In this example, two distinct domains are mapped together, namely investment (the target domain) and games/gambling (the source domain) (Koller, 2004: 68-69). As a result, we may detect a conceptual metaphor underlying this fragment as INVESTING MONEY IN THE STOCK EXCHANGE IS GAMBLING.
The third main type of metaphor is linguistic metaphor. This is referred to in SFL as ‘lexical metaphor’. A linguistic metaphor is ‘a stretch of language that creates the possibility of activating two distinct domains’ (Cameron, 2003: 674). There are no hard and fast rules for determining how long such a stretch is, and so we have to determine this based on the presence of Topic and Vehicle terms. The Vehicle terms are ‘the words that signal the incongruous domain’ (Cameron, 2003: 674). In the previous example, the Vehicles are ‘aumentando suas apostas’. It signals the source domain of gambling. The remaining words are the ‘Topic’, and they signal the target domain of investment. In this way, the linguistic metaphor turned out to be the whole sentence, but this is not necessarily true in all cases. Sometimes linguistic metaphors are shorter, and more than one of them may cluster together in one single sentence or, in the case of talk, in a single utterance or intonation unit.

In this paper, we will deal with conceptual and linguistic metaphor only. The reason for this is that we want to argue that the behavior of conceptual and linguistic metaphor in language can also be captured by the probability patterns suggested by Halliday, even though he was not originally referring to lexical metaphor. It must be stressed that Halliday never claimed that the probability patterns only applied to the major Systemic categories. Hence, there is no theoretical reason to suppose that lexical metaphor use would not fit into these patterns. However, this has never been demonstrated in the literature. If our data support this (and there is no reason to suppose it would not), then it might mean that lexical metaphor is not entirely different from other functional systems (such as polarity, transitivity, modality, and so on), and so there should be room in SFL to deal more often and directly with lexical metaphor as well.

3. Data and Method

The data for this study consisted of two corpora. The first is a register-specific corpus, containing 14 conference calls, totalling 85,438 tokens (5,194 types; henceforth, specialized corpus). These conference calls are phone calls hosted in Portuguese by a Brazilian investment bank between its board of directors and the general public, investors, shareholders and the press. The second corpus is a large, register-diversified corpus of Portuguese called ‘Banco de Português’, with nearly 240 million tokens (henceforth, general corpus).

For the analysis of word classes, the corpora were run through a part-of-speech tagger for Portuguese, namely QTAG (Mason, 1997), which had
been trained for Portuguese. This tagger is available online at http://lael.pucsp.br/corpora.

The specialized corpus was fully hand-annotated for metaphor Vehicles by the author. This consisted of reading each text and tagging Vehicles with a special code. There were three rounds of annotation, in order to ensure a consistent and thorough tagging. Upon completion of the hand-annotation phase, a total of 423 metaphor Vehicle word forms had been identified.

The general corpus was used as follows. For each of the 423 metaphor Vehicle word form found in corpus A, a concordance was run in the general corpus. A maximum of 100 randomly extracted concordance lines was allowed for each word form. Each concordance was then analyzed manually and the metaphorical uses of each word form were tagged.

A computer program was written by the author to compute the probabilities of each word form being a metaphor Vehicle in the specialized corpus, the general corpus and jointly in the two corpora.

4. Results

In both corpora, the probability of being a metaphor is skew, in Halliday’s (1991) term. Using a one-decimal representation of the ratios gives us the classic skew distribution that Halliday demonstrated, that is, a .9 probability attached to metaphorical use versus a .1 probability for non-metaphorical use in the specialized corpus and .7 : .3 for the general corpus. This suggests that in both corpora, the metaphorical sense of the Vehicle word forms are dominant, but they are much more so in the specialized corpus.

According to Table 1 the majority of cases (76%) involved probabilities moving upward, that is, they were higher in the specialized corpus than in the general one, thus confirming the overall probabilities presented earlier. However, in 63 cases (15%), probabilities were not reset at all. And in 37 cases (9%), probabilities moved downward, that is, reset the other way round, being greater in the general corpus.
Table 1. Summary of probability resetting

<table>
<thead>
<tr>
<th>Resetting Type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upward resetting (general corpus &lt; specialized corpus)</td>
<td>323</td>
</tr>
<tr>
<td>No resetting (general corpus = specialized corpus)</td>
<td>63</td>
</tr>
<tr>
<td>Downward resetting (general corpus &gt; specialized corpus)</td>
<td>37</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>423</strong></td>
</tr>
</tbody>
</table>

Table 2. Resetting breakdown by average probability and *hapax legomena* (once occurring) Vehicles

<table>
<thead>
<tr>
<th>Direction of Resetting</th>
<th>Average Probability of Vehicles</th>
<th>Hapax Legomena among Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specialized Corpus</td>
<td>General Corpus</td>
</tr>
<tr>
<td>Upward (General &lt; Spec.)</td>
<td>.97</td>
<td>.62</td>
</tr>
<tr>
<td>No resetting (General = Spec.)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Downward (General &gt; Spec.)</td>
<td>.48</td>
<td>.77</td>
</tr>
</tbody>
</table>

Table 2 shows the quantitative profiles of Vehicles in terms of their probability resetting.

According to these numbers, words that had an upward shift in probability (General < Spec.) are normally rare metaphors both in general language (4% occurring only one) and in the conference calls.
(37% occurring only once). Words that underwent no resetting are frequent ones whose metaphorical meaning is the dominant one in Portuguese, including the context of banking. Finally, words that had downward probability resetting (Spec. < General) tend to be general words with frequent metaphorical senses in the language, which are rarer in the conference calls.

Our findings suggest that probabilities of metaphor use are high or moderately high in general. Our results also show that there is a higher probability associated with a word form recurring as a Vehicle in a specialized corpus (.86) than in general language (.73). This is in accordance with Halliday’s (1991; 1993) theory that suggests that registers reset the general probabilities of language. In our case, this resetting was in the direction of making probabilities stronger in the specialized register, but this does not need to be necessarily the case, at least in theory.

Metaphors form a skew distribution, of the kind that Halliday (1991) found for systems in the grammar of English such as polarity. These figures provide quantitative corroboration of the systematic nature of metaphor (Lakoff & Johnson, 1980). More specifically, these high probabilities in specialized language also reflect the metaphorical nature of terminology, as certain metaphors become the ‘default’ or ‘unmarked’ way of referring to a number of concepts and topics in the domain of market trading.

Probability resetting, although seen by Halliday (1991; 1993) as a natural consequence of register variation, revealed patterns that could not have been predicted from his theory. A closer look at the probabilities indicated that resetting did not occur across the board. In 9% of the cases, there was no resetting; Vehicles retained their general language probability. In addition, probabilities shifted in both directions, that is, being higher in either corpus in comparison with the other. This led us to differentiate upward, downward and zero resetting.

Metaphorical meanings seemed to vary with the direction of the resetting. In upward resetting, we found the bulk of the metaphors in the conference calls. This is also the most diverse grouping of Vehicles, including somewhat rare terminology (‘locking a currency value’, ‘building something into a projection’), general business concepts (‘fluctuation’, ‘restructuring’, ‘network’) as well as colloquial, colorful language (‘crystal ball’, ‘snapshot’, ‘holding fire’).
Zero resetting is perhaps the most interesting case, as it was not predicted by Halliday’s (1991; 1993) theory, at least explicitly. Among Vehicles in this category were well established, stable metaphors coming from the business domain (volatility, fluctuation) as well as words that seem to have migrated from specialized domains to more general use (such as goals, niche). It is likely that the press has had a large role to play in popularizing these metaphors, and the fact that our general language corpus has considerable amounts of newspaper text may have influenced our results in this direction.

5. Conclusion

This study has shown that lexical metaphor is very often present in language, both in specialized registers and in language in general.

The probability profiles of metaphor Vehicles followed the basic patterns predicted by Halliday, with a .9 : .1 profile in favor of metaphor use for the specialized corpus probability and a .7 : .3 profile for general language. This suggests that lexical metaphor behaves broadly as any other functional system in the language, even though it lies outside the main scope of the SFL theory. This might be taken as meaning that lexical metaphor is similar to other systems in the Systemic framework, at least as far its distribution, and so there would be no reason to ignore it in Systemic Functional Linguistics. By focusing on grammatical metaphor only, SFL overlooks a major element of linguistic expression, which relates to language and the mind. This does not mean of course playing down the role of grammatical metaphor, but rather arguing the need for Systemics to look more closely at lexical metaphors as well.

Understanding how metaphor works in language and in the mind is an important endeavor, one that ultimately helps us understand how human beings think, construe and exchange meaning. It is hoped that this study may have made a contribution to this by bringing together approaches to metaphor that are usually distant from each other.
REFERENCES


As Bod (2003a) argues, categorical and probabilistic approaches are not incompatible, though. In fact, they are simply two perspectives on the same phenomenon. Categorical approaches focus on the endpoints of distributions, whereas probabilistic ones include the points in between as well.